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Big Data EveryWhere !

Lots of data is being collected, warehoused, and
mined

— Web data, e-commerce

— Purchases at department/
grocery stores

— Bank/Credit Card
transactions

— Social networks

— Surveillance devices and systems
— Embedded systems and loT

— Drones




-REIERUE Industry View of Big Data
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Multi-source is another important characteristic
Big data is often obtained by aggregating many small datasets

from very large numbers of sources
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PURDUE :
Use of Data for Security

 Cyber Security
— Security information and event management (SIEM)

— Authentication (biometrics, federated digital identity management,
continuous user authentication)

— Access control (e.g. attribute-based, location-based and context-based
access control)

— Insider threat (anomaly detection) and user monitoring

« Homeland Protection
— Identification of links and relationships among individuals in social networks
— Prediction of attacks
— Management of emergence and disasters

e Healthcare
— Monitoring and prevention of disease spreading
— Evidence-based healthcare

 Food and Water Security
— Precision agriculture
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PURDUE : .
Privacy Risks

 Exchange and integration of data across multiple
sources
— Data becomes available to multiple parties
— Re-identification of anonymized user data becomes easier

e Security tasks such as authentication and access
control may require detailed information about users

— For example, location-based access control requires
iInformation about user location and may lead to collecting
data about user mobility

— Continuous authentication requires collecting information
such as typing speed, browsing habits, mouse movements
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DI | otanya Sweeney’s Attack
(1997)

Massachusetts hospital discharge dataset

Medical Data Released a Anonymous
SS5N | Name | Ethnicliy | Date Of Birth | Sex [_MMarital Siefus | Problem
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Public voter dataset
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Wearable devices collect huge
amounts of personal data as
well data about the user
environment

Major privacy concerns arise
for health-related data from the
use of medical devices and
fithess applications

Privacy-sensitive information
can be easily disclosed to third
parties

Threats arise for enterprise
perimeters
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“How would you ba interested in wearing /using a sansor device, assuming it was from
a brand you trust, offering a service that interests you?"
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The days when nobody knows you

are a dog seem to be gone

2015
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O tle Intermet, moboudy knows you're s dog” “Remember when, on the Internet,
Peter Steiners cartoon. as & nobody knew who vou were?”

published in The New Yorker Kaamran Hafeez’ cartoon, New Yorker, Feb.2015
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Can security and privacy be
reconciled?

And If so which are the methods and
techniques that make this
reconciliation possible?
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Relevant Initiatives

Internet Rights and Principles (IRP) Dynamic Coalition

 Developed a Charter of Human Rights and Principles for
Internet

e Two salient principles

4. Expression and association: Everyone has the right to seek, receive,
and impart information freely on the Internet without censorship or other

interference. Everyone also has the right to associate freely through and on the
Internet, for social, political, cultural or other purposes.

5. Privacy and data protection:  Everyone has the right to privacy
online. This includes freedom from surveillance, the right to use
encryption, and the right to online anonymity. Everyone also has the right
to data protection, including control over personal data collection,
retention, processing, disposal and disclosure.

http://internetrightsandprinciples.org/wpcharter. Accessed June 14, 2016
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PURDUE C ..
- Relevant Initiatives

Global Network Initiative (GNI)

e Participant ICT companies:
Facebook, Google, LinkedIn, Microsoft, and Yahoo!

« On privacy, companies agree to

“employ protections with respect to personal information in all
countries where they operate in order to protect the privacy rights of
users,”

and to

“respect and protect the privacy rights of users when confronted with
government demands, laws and regulations that compromise privacy
In @ manner inconsistent with internationally recognized laws and
standards”.

https://www.qglobalnetworkinitiative.orqg/sites/default/files/GNI brochure.pdf.
Accessed Jan. 24, 2016
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PURDUE ..
- Relevant Initiatives

GNI Implementation Guidelines

Interpret government requests as narrowly as possible and challenge requests that
are not legally binding

Establish a clear policy and process in the company for evaluating and responding
to government requests

Inform users about the nature and volume of government demands and how the
company responds to them (“transparency reporting”)

Conduct human rights impact assessment prior to entering new markets, entering
into new partnerships or launching new products in order to identify human rights
risks in advance, and factor the conclusions of those assessments into the
company’s decision about whether and how to proceed

On all matters where the company has control, make best efforts (technical, legal,
operational) to mitigate the impact of government laws or other actions that violate
international human rights standards

http://globalnetworkinitiative.org/implementationguidelines/index.php
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Can security and privacy can be
reconciled?

The research side
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Privacy -Enhancing

Technigques
Significant examples
* Privacy-preserving data matching protocols based on hybrid
strategies (by E. Bertino, M. Kantarcioglu et al. )
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e Qpen issues:
— Scalability
— Support for complex matching, such as semantic matching
— Definition of new security models
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Privacy -Enhancing

Techniques

Significant examples

* Privacy-preserving collaborative data mining (earlier work by
C. Clifton, M. Kantarcioglu et al.) — open issues:
— Scalability

 Privacy-preserving biometric authentication (by E. Bertino et

al.) — open issues:
— Reducing false rejection rates
— Using homomorphic techniques
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An Example
Privacy -Preserving Complex Query
Evaluation over Semantically Secure
Encrypted Data

Bharath K. Samanthula, Wei Jiang, and Elisa Bertino
(ESORICS’ 2014)
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Federated Cloud Model

e Two non-colluding semi-honest cloud service
providers, denoted by C, and C, (they
together form a federated cloud)

» Alice (data owner) generates (pk,sk),
computes T’ using pk and outsources it to C,,
where T'; = E (), forL<isnand 1=<jsm

» She also outsources sk to C,



Department of Computer Science

 Bob issues a complex query Q to the cloud and
wants to retrieve t's that satisfy Q.

 QIs defined as a query with arbitrary number of sub-
gueries where each sub-query consists of
conjunctions of an arbitrary number of relational
predicates

Q:G,vG,Vv..VvG,VG — {01}
G, s a clause with a number b, of predicates
and Isgivenby P, AP, A LA Pj,,oj_1 APy
 E0: Q = ((Age = 40) A (Disease = Diabetes)) Vv
((Sex = M) A(Marital Status = Married) A
(Disease = Diabetes))

J
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The Paillier Cryptosystem

e Additive homomorphic and probabillistic
encryption scheme

* (Eyx Dsi): encryption and decryption functions
« Homomorphic addition:

Dok (Ep(X+Y)) = Dg(Epk(X)*Ep(y) mod N<)
« Homomorphic multiplication:

Dsk(Epk(X*y)) = Dsk(Epk(X)y mod N2)
e Semantic security: Given a ciphertext, the

adversary cannot deduce any information about
the corresponding plaintext
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Secure Primitives

Secure Multiplication (SM):  C, holds E,(a),
E «(b) and C, holds sk, it computes E, (a*b)

Secure Bit-OR (SBOR): C; holds E,(0,),
E«(0,) and C, holds sk, it computes E(0,Vv0,)

Secure Comparison (SC): C; holds E(a),
E.«(b) and C, holds sk, it computes E, (c),
where ¢ =1 if a > b and ¢c=0 otherwise. Here
we assume 0 <a,b < 2%

Note: the encrypted outputs are revealed only
to C;
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PURDUE

EREEMEN Sccure Multiplication
Require: C,; has E,(a) and E(b); C, has sk

1. Ci: (a). Pick two random numbersr,, r, € Z

(b). &' — E (@) * Ey(ra)

(). b" « E(b) * E,(r,); send @', b' to C,
2. C. (a). Receive a' and b’ from C,

(b). h, — Dg(@)

(C). hy, < Dy (b))

(d). h — h, * h, mod N

(e). h" < E,(h); send h"to C,
3. CI. (a). Receive h' from C,

(b). s < h'" = E (@)N"™

(). s" s = E, (b)NT"2

(d). Eg(@* b) = s"* B (N =1, * 1)
Note:axb=(a+r)*(b+r)—axr,—b*xr,—r, *r,
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Future Work

Implementation with MapReduce framework
Extension to malicious setting

In current work, we considered basic
relational operators {<, >, <, 2,=}

Focus on other SQL queries, such as JOIN
and GROUP BY, and evaluate their

complexities
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Research Agenda

For which domains security with privacy is critical?
Which are the policy issues related to the use of data for

security?
— Ethical use of data
— Data transparency

— Ownership of data — perhaps we need to move from the notion of data owner to
that of data stakeholder

Is control by users something which is possible in all domains?

Which research advances are needed to make it possible to

reconcile security with privacy?
— Efficient techniques for performing computations on encrypted data
— Privacy-preserving data mining technigues
— Privacy-aware software engineering

How do we balance “personal privacy” with “collective

security”?

— Could a risk-based approach to this problem work? Could some Al system help
with making these decisions?
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Research Agenda (con't)

Access control for big data — techniques for:

— Automatically merging, and evolving large number of heterogeneous access
control policies

— Automatic authorization administration
— Enforcing access control policies on heterogeneous multimedia data

Data protection from misuse
— Protection from insider threat
— Data use and provenance tracking

Privacy-preserving data correlation technigues
— Techniques to control what is extracted from multiple correlated datasets and to
check that what is extracted can be shared and/or used

Approaches for data services monetization

— Also if data is considered as a good to be sold, are there regulations concerning
contracts for buying/selling data?

— Can these contracts include privacy clauses be incorporated requiring for
example that users to whom this data pertains to have been notified?

Privacy implications on data quality
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QU DIUEE Transparency and Accountability

Predictive Privacy Harms of Big Data [1]:
» Discriminatory Practices
» Predictive Policing

Predictions and recommendations based on big data m ay
be incorrect or biased because of [2]:

* Errorsin the algorithms

* Biases introduced in the algorithms by the algorithm designers

* Training datasets

What should we do as researchers?

1. K. Crawford, and J. Schultz. Big Data and Due Process: Towards a Framework to Redress
Predictive Harm. Boston College Law Review, 1-29-2014

More Accountability for Big Data Algorithms. Nature, Sept.21, 2016

D. Castelvecchi. Can we Open The Black Box of Al? Nature, 5 Oct. 2016

C. O'Neil. Weapons of Math Destruction — How Big Data Increases Inequality and
Threatens Democracy. 2016

Hwn



Thank You!

e Questions?

e Elisa Bertino bertino@cs.purdue.edu




